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Introduction

Github HuggingFace Paper

(1) Acquiring high-quality synthetic QA pairs
(2) Constructing reliable trajectories that support long-horizon 
reasoning and task decomposition
(3) Agentic training strategies

Deep Research has demonstrated strong deep information seeking 
capabilities through end-to-end reinforcement learning (RL) training.
How to build a web agent like Deep Research from scratch?

Data

Training

CRAWLQA We begin by collecting the root URLs of official and 
knowledgeable websites spanning arxiv, github, wiki, etc. To emulate 
human browsing behavior, we recursively navigate subpages by following 
accessible hyperlinks from each root site. 
E2HQA We begin from large QA pairs in SimpleQA style where each 
answer is a concise, fact-seeking entity. By continuously searching, we 
can gradually rephrase an initially simple question into a more complex 
multi-step one.
High-quality synthetic data is the foundation of agent 
RL.

Tongyi DeepResearch, developed by Tongyi Lab, is specifically designed for long-horizon, 
deep information-seeking tasks. Tongyi DeepResearch also has an extensive deep researc
h agent family. 

If you like our project, feel free to give us a ⭐ on GitHubJ

Experiments

(I) The SFT stage for cold start utilizes the 
reformatted ReAct datasets, where the 
thought includes both short and long CoT, 
respectively. 

(II) The RL stage performs rollouts with the 
tool calls on the QA pairs that are not 
utilized during the SFT stage, and 
optimizes the policy using the DAPO 
algorithm..

Our method significantly enhances agentic capabilities over the 
underlying base model, validating the strength and generality of 
our approach.

Results on BrowseComp (En.) 
and BrowseComp-zh (Zh.).

Performance across training 
steps using the DAPO algorithm.

End-to-end agentic RL is difficult, yet highly 
potential-rich.


